The simulation results for GS list-decoding of RS codes
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Abstract Reed-Solomon codes are block-based error correcting codes with a wide range of applications in digital communications and storage. The basis discussion on error correction capacity of Guruswami-Sudan (GS) decoding for RS codes is depicted nevertheless it appears in some other paper. The interpolation and factorization procedure is also presented using kottal's algorithm and Roth-Ruckenstein algorithm respectively. Finally, we give the simulation result of error-correcting performance for different code rate.
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I. Introduction

Reed-Solomon (RS) codes are nonbinary linear block codes over \( GF(q) \) of length \( n \) and dimension \( k \) with minimum distance \( d_{\min} = n - k + 1 \), denoted as \( RS(n,k,d_{\min}) \). Since the nonbinary nature and maximum minimum distance property of codeword, the RS codes are widely used in digital communications and storage system. In most of these existing systems, RS codes are decoded via an algebraic hard decision decoding (HDD) algorithm using BM algorithm [1] which can correct errors up to only half of the minimum distance \( t_0 = \left[ \frac{d_{\min} - 1}{2} \right] \); e.g., a fraction \( (1 - R)/2 \) of \( n \) errors (where \( R = k/n \) for \( RS(n,k) \) codes). In 1999, GS (Guruswami-Sudan) list-decoding algorithm [2] was arising which can correct errors up to a fraction \( 1 - \sqrt{R} \) of \( n \) errors which is larger than or equal to error correcting capacity of BM algorithm.

This paper approaches the GS list-decoding algorithm from the point of view of a researcher who wants to know the detailed structure of the decoding procedures and the potential of the GS list-decoding. In section II, we show a brief introduction of some concepts that are necessary to understand the algorithm. Section III is a brief review of the GS list-decoding. Section IV gives detailed procedures of the GS list-decoding. In section V, we discuss the potential of the algorithm. Section VI is a simulation result. Conclusions are offered in Section VII.

II. Some relevant concepts

Before the detailed introduction of the GS list-decoding, this section shows some relevant concepts which are necessary to understand the algorithm.

2.1 Feng Monomial ordering

Definition 1. Feng Monomial ordering:

The \((i, j)\) revlex ordering of the bivariate monomials is defined as follows

\[
\lambda_i y^j < \lambda'_i y'_{j'} \hspace{1cm} (1)
\]

If either \( i + j < i' + j' \) or \( i + j = i' + j' \) and \( i < j' \).

With the above definition, we can arrange the monomials in order, then one bivariate polynomial can be expressed as summation of ordered monomials,

\[
Q(x, y) = \sum_{a=0}^{\lambda'} \sum_{b=0}^{\lambda} q_{a,b} x^a y^b = \sum_{i=0}^{w} q_{i} \Phi_i(x, y)
\]

Here \( 1 = \Phi_0 < \Phi_1(x, y) < \Phi_2(x, y) < \cdots \).

2.2 Weighted degree

Definition 2. Weighted degree:

The \((u, v)\) weighted degree of a monomial \( x^i y^j \) is defined as \( au + bv \). Then the \((u, v)\)-weighted degree of a bivariate polynomial \( Q(x, y) \) shown in formula (2) is

\[
\deg_{(u,v)} Q(x, y) = \max \{ au + bv : a < w_a, b < w_b \}.
\]

2.3 Definition of \( N(u, v) \)

Lemmal gives the number of monomials of a bivariate polynomial for given maximum weighted \((1, v)\) degree.
Lemma 1: Let $N(v,l)$ be the number of monomials of a bivariate polynomial with weighted $(l,v)$ degree less than or equal to $l$. Then

$$N(v,l) = \left\lfloor \frac{l}{v} \right\rfloor + 1 \cdot \left( 1 - \frac{v}{\left\lfloor \frac{l}{v} \right\rfloor} \cdot \frac{l}{v} \right)$$

(4)

2.4 Definition of $B(w_b,v)$

Let $B(w_b,v)$ be the number of monomials of a bivariate polynomial for the last monomial of $y^{w_b}$ with respect to $(l,v)$ revlex order.

Lemma 2 (see detailed proof in [6]):

$$B(w_b,v) = \left( \left\lfloor \frac{l}{v} \right\rfloor + 1 \right) \frac{(v+2)w_b}{2}$$

(5)

III. GS list-decoding

For RS$(n,k)$ codes, $k$ symbols message is represented by the coefficients of a degree $k-1$ message polynomial $f(x)$, and a length $n$ codeword is formed by evaluating $f(x)$ at the nonzero elements of $GF(q)$. $c = (f(1), f(2), \ldots, f(q^{q-2}))$

(6)

For some fixed ordering of the $n$ field elements $\{α^t\}$. This evaluation map view of RS codes leads to the GS list-decoding algorithm.

The GS list-decoding algorithm is shown in Fig. 1.

Fig. 1. GS list-decoding structure

1) Interpolation: Find a bivariate interpolation polynomial $Q(x,y)$ of minimal $(l,k-1)$ weighted degree that pass through the point $(x_i,y_i)$ with prefixed $m$ times. Here $i = 1, 2, \ldots, n$, $x_i = 1, a, a^2, \ldots, a^{q-2}$ and $y_i$ is received data.

2) Factorization: Given the interpolation polynomial $Q(x,y)$, identify all the factors of $Q(x,y)$ of the form $y - f(x)$ with $\deg \ f(x) < k$. Produce a list of the codewords that correspond to these factors.

3) Multiplex output: Choose the most likely output in the codewords list from factorization step.

IV. Procedures of the GS list-decoding

As shown in section II, the GS list-decoding consists of interpolation, factorization and Multiplex output 3 parts. In this section, we describe detailed structure of these three steps.

3.1 Kotter’s solution for Interpolation

Guruswami and Sudan were the first to use the idea of Hasse derivative to formulate the problem of list-decoding as bivariate polynomial interpolation, which enable the algorithm efficient.

Consider the bivariate polynomial with coefficient chosen from a finite field:

$$Q(x,y) = \sum_{a=0}^{m} \sum_{b=0}^{m} q_{a,b} x^a y^b$$

(7)

The $(r,s)$th Hasse derivative of a bivariate polynomial $Q(x,y)$ is defined for integers $r, s \geq 0$ as:

$$Q^{[r,s]}(x_i,y_i) = \sum_{b=r}^{m} \sum_{a=s}^{m} \binom{a}{b} x_i^{a-r} y_i^{b-s} q_{a,b}$$

(8)

To perform interpolation, we will need to ensure that bivariate polynomial and their derivatives pass through certain points. We say that a bivariate polynomial $Q(x,y)$ passes through a point $(x_i,y_i)$ with multiplicity $m$ if $Q^{[r,s]}(x_i,y_i) = 0$ for all integers $r, s \geq 0$ that $r + s < m$.

The interpolation step actually consists of solving the linear system:

$$Q^{[r,s]}(x_i,y_i) = 0 \quad r + s < m$$

(9)

for all triples $(x_i,y_i)$. The cost of the interpolation is shown as formula (10) is the number of linear equations or constraints that need to be satisfied for the interpolation.

$$C = \frac{1}{2} m(m+1)n$$

(10)

Additionally, Kotter[3] used the ideas of linear-functional modules, and cumulative kernels to construct $Q(x,y)$ that
makes the interpolation algorithm more practical.

**Algorithm 1** Kotter’s solution for interpolation

Initialization: \( G \leftarrow \{g_0 = 1, g_1 = y, g_2 = y^2, \ldots, g_{d_y} = y^{d_y}\} \)

**Iteration:**

for each point \((x_i, y_i)\) with multiplicity \( m > 0 \) do

for \( r \leftarrow 0 \) to \( m - 1 \) do

for \( s \leftarrow 0 \) to \( m - 1 - r \) do

**EHD:** Evaluation of hasse derivative \( g^{[r,s]}(x_i, y_i) \) for each \( g \in G \)

**Min_find:** \( f \leftarrow \min\{g \in G \text{ such that } g^{[r,s]}(x_i, y_i) \neq 0\} \)

**PU:** for \( g \in G \) such that \( g = f \) do

\[ g \leftarrow g \cdot f^{[r,s]}(x_i, y_i) + f \cdot g^{[r,s]}(x_i, y_i) \]

end for

\[ f \leftarrow (x - x_i)f \]

end for

end for

Output: \( Q(x, y) = \min\{g \in G\} \)

Algorithm 1 runs \( C \) iterations. At each iteration, the candidate polynomial in \( G \) is updated. After \( C \) iteration the minimal rank polynomial in \( G \) is chose as output. In the rest of this section, we describe the detailed procedures for performing algorithm 1.

3.1 Data structure for the candidate bivariate polynomial

\[
\begin{array}{cccccc}
1 & y & y^2 & \ldots & y^b & y^{b+1} \\
1 & q_{0,0} & q_{0,1} & \ldots & q_{0,b} & q_{0,b+1} \\
1 & q_{1,0} & q_{1,1} & \ldots & q_{1,b} & q_{1,b+1} \\
1 & q_{2,0} & q_{2,1} & \ldots & q_{2,b} & q_{2,b+1} \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
1 & q_{w_x,0} & q_{w_x,1} & \ldots & q_{w_x,b} & q_{w_x,b+1} \\
\end{array}
\]

\( g_i(x, y) = x^w q_{0,0} + q_{0,1} + \ldots + q_{w_x,0} + q_{w_x,1} \)

The coefficient of each candidate polynomial \( g_i(x, y) \) can be saved as above matrix form. Here we denote the number of candidate polynomial in algorithm 1 as \( d_y + 1 \), the maximum degree of \( y \) as \( w_y \), then \( d_y = w_y \).

3.1.2 The decision of \( w_y \) and \( w_x \)

Described as 3.1, there will be \( C \) as formula (10) constraints in interpolation problem; we therefore need \( C+1 \) monomials to guarantee a nonzero solution for \( Q(x, y) \). Recalling formula (5), to determine the parameter \( w_y \), we use the following inequality

\[
B(w_y, v) \leq C
\]

Then

\[
w_y = \frac{-v + \sqrt{(v + 2)^2 + 8vC}}{2v}
\]

As for \( w_x \), recall Feng monomial ordering,

\[
w_x = \left( w_y + 1 \right)^v
\]

In GS list decoding, the parameter \( v \) is \( k - 1 \).

3.1.3 The Evaluation of hasse derivatives (EHD)

In algorithm 1, the EHD and the polynomial updating obey the finite field calculation rule, which is different from infinite field. In addition, while evaluating the hasse derivative shown in formula (8), the combination \( \binom{a}{r} \text{ and } \binom{b}{s} \) in \( GF(2^q) \) equals to combination in infinite field module 2.

3.1.4 Minimal rank polynomial finding

In algorithm 1, Min_find is to find the minimal rank polynomial in candidate polynomial set \( G \). In formula(2), the integer \( C' \) is called the rank of polynomial \( Q(x, y) \).

In algorithm 1, it is noticed that there are only one minimal rank polynomial in candidate polynomial set \( G \) for each polynomial updating iteration.

3.2 The R-R algorithm for factorization

Roth-Ruckenstein[4] proposed an efficient algorithm for factorization step. This algorithm can be implemented using a recursive programming structure. For detailed discussion and implementation for this algorithm we refer interested reader to [5][6].

3.3 Multiplex output

In order to choose the most likely output in the codewords list, we need re-encoding all factors from the factorization step, and then compare them with received codeword with respect to the hamming distance. Finally choose the most
likely output.

V. Error correction potential of the GS list-decoding

In order to discuss the error correction potential of the GS list decoding, let’s recall the following two important theorems.

Theorem 1 (The interpolation theorem) Let

\[ Q(x, y) = \sum_{l=0}^{C} c_l \Phi_l(x, y) \]  

Where the monomials are ordered according to an arbitrary monomial order. Then a nonzero \( Q(x, y) \)

Polynomial exists that interpolates the points \((x_i, y_i), i = 1, 2, \cdots, n\) with multiplicity \(m\) at each point if

\[ C = n \binom{m+1}{2} \]  

Then we have

\[ N(v, mK_m - 1) > n \binom{m+1}{2} \]  

For \(m \geq 1\) we will define \(K_m\) to be the smallest value for which (11) is true:

\[ K_m = \min(K : N(v, mK - 1) > n \binom{m+1}{2} ) \]  

Then the error correction distance (potential) \(t_m\) is,

\[ t_m = n - K_m \]  

VI. Simulation results

In this section, the simulation results are presented. Described as section IV, the error correcting potential of GS list-decoding is given by formula (19) and (20), based on it the error correcting capacity (potential) are simulated shown as Fig 2.

![Error correction capacity varying with multiplicity](image)

Fig 2 Error correction capacity of GS list-decoding

Recalling formula (4)(19)(20), \(t_m\) is a non-decreasing function of multiplicity \(m\). Additionally, by our simulation experience, there is a multiplicity \(m_0\) beyond which \(t_{m_0} = t_{m_0+1} = \cdots\) no further increases are possible. We denote this as \(t_\infty\). That is increasing the multiplicity \(m\) can increase the error correction capacity, up till the point \(t_\infty\) is reached. Fig 2 shows GS list-decoding capacity for three different rate RS codes. Based on it we know that GS list-decoding is efficient for low rate codes but it is no any improvement for high rate codes.

Figure 3 shows the error correcting performance for RS(15,5)
and RS(15,7) respectively. The following notation will be used in the legend. “uncode” refers to the error correcting performance of no using frame error code (FEC) systems, “BM” refers to conventional bounded distance decoding scheme, and “GSm1”, “GSm2”, “GSm4” refer to GS list-decoding scheme with multiplicity 1, 2, 4 respectively. Based on Fig. 3, we see that compared to BM decoding, about 0.8 dB coding gain is achieved for GS decoding of RS(15,5) with multiplicity 2, and also about 0.8 dB coding gain is achieved for RS(15,7) with multiplicity 4. In addition, by algorithm 1, we must notice that the larger $m$, larger computational complexity.

![Performance of RS(15,5) 16-QAM over AWGN](image)

(a) Error correcting performance for RS(15,5)

![Performance of RS(15,7) 16-QAM over AWGN](image)

(b) Error correcting performance for RS(15,7)

Fig. 3. Error correcting performance of GS list-decoding

**VII. Conclusions**

In this paper, we showed the simulation of GS list-decoding. Some detailed procedure of interpolation step of GS list-decoding is described. As an important discussion for the error correcting potential of GS list-decoding is also emphasized. Based on the simulation results, GS list-decoding can achieve considerable coding gain comparison with conventional BM decoding for low rate codes, but it is no any improvement for high rate codes.
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